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Abstract - Artificial Intelligence (AI) has emerged as a 
transformative force across multiple sectors, redefining 
business operations, social interactions, and policy 
frameworks. This study explores recent trends in AI 
development and deployment, with a specific focus on 
advancements between 2020 and 2025. Drawing on academic 
literature, industry reports, and global policy developments, 
the paper highlights the rise of generative AI, increasing 
investments, sector-specific applications, and growing 
concerns around ethics and governance. Using a systematic 
literature review methodology, it identifies six dominant 
themes: the proliferation of generative models, ethical and 
regulatory challenges, labor market impacts, geopolitical 
dynamics, and sector integration. The paper concludes that 
while AI presents substantial opportunities for innovation and 
economic growth, it also necessitates robust policy 
mechanisms and responsible integration strategies to address 
emerging risks. The findings provide valuable insights for 
researchers, practitioners, and policymakers navigating the 
complex AI landscape in India and globally. 

1. Introduction 

Artificial Intelligence (AI) refers to computational systems 
capable of performing tasks that typically require human 
intelligence, such as perception, reasoning, learning, and 
decision-making (OpenAI, 2023). Over the past decade, AI 
has evolved from a theoretical concept to a practical tool 
embedded in everyday applications—from personalized 
recommendations and autonomous vehicles to natural 
language processing and predictive analytics. In recent years, 
AI has become pivotal across industries, driving innovation in 
healthcare, finance, manufacturing, logistics, agriculture, and 
education (Stanford HAI, 2025; IBM, 2024). For example, 
66% of U.S. physicians reported using AI in 2024 (up from 
38% in 2023) for tasks like charting and diagnostics 
(American Medical Association, 2025). Global business 
uptake is similarly high: a 2025 Stanford report found that 
78% of organizations were using AI in at least one business 
function—up from 55% in 2023 (Stanford HAI, 2025). 

These figures underscore AI’s growing economic and social 
impact, which includes massive investment—such as the 
$109.1 billion in U.S. AI funding in 2024 alone—and 
increasing attention from national governments and global 
regulatory bodies (Stanford HAI, 2025). Notably, the Indian 
government has also prioritized AI as a national growth area. 
The Union Budget of 2023 announced the establishment of 
three Centers of Excellence in AI, aiming to position India as 
a global leader in the ethical development and deployment of 
AI technologies (Ministry of Electronics and Information 
Technology [MeitY], 2023). Additionally, NITI Aayog’s 
flagship program “AI for All” seeks to leverage AI to address 
social challenges in agriculture, healthcare, and education, 
thereby promoting inclusive development. 

At the global level, AI is also reshaping geopolitical 
competition, intellectual property norms, labor markets, and 
ethical discourse. While the technology promises efficiency 
and innovation, it also poses significant risks related to job 
displacement, data privacy, misinformation, algorithmic bias, 
and concentration of power in the hands of a few dominant 
firms or nations (Vuković et al., 2025; World Health 
Organization, 2024). Thus, there is an urgent need for robust 
governance frameworks, especially in developing economies 
like India, where the dual goals of innovation and equity must 
be balanced carefully. 

Given the rapid pace of AI development and its sweeping 
implications, it is imperative to examine recent trends in AI—
spanning technical breakthroughs, adoption patterns, policy 
responses, and ethical challenges. This paper synthesizes 
insights from recent literature (2020–2025) to assess how AI 
is evolving globally, with a particular focus on the Indian 
context. It aims to provide a comprehensive view of the 
current AI landscape and offer critical reflections on the way 
forward for academia, industry, and governance. 

1.1 Global Adoption and Policy Trends 

AI adoption and sentiment vary significantly across regions. 
The 2025 Stanford AI Index shows that Asia, particularly 
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China and India, leads in development optimism: 83% of 
surveyed Chinese citizens and 76% of Indian respondents 
believed AI would have a net positive impact on society 
(Stanford HAI, 2025). In contrast, Europe and North America 
reported higher levels of concern about privacy, surveillance, 
and job loss. 

Governments are responding with policy frameworks and 
investments. Canada pledged $2.4 billion in AI R&D, while 
China launched a $47.5 billion semiconductor and AI 
innovation fund (Stanford HAI, 2025). India’s Union Budget 
2023–24 allocated ₹10,372 crore (~$1.25 billion) to digital 
public infrastructure, including AI research hubs, under the 
National Data Governance Framework Policy (MeitY, 2023). 

On the legislative front, 75 countries referenced AI in 
parliamentary proceedings in 2024, marking a 21% increase 
year-over-year (Stanford HAI, 2025). In India, the NITI 
Aayog has proposed the creation of a national AI marketplace 
and interoperability standards to democratize access to AI 
tools (NITI Aayog, 2023). 

2. Review of Literature 

2.1 Generative AI and Large Models 

Recent literature highlights the explosive rise of generative AI 
as a defining trend in the AI ecosystem. Breakthroughs in 
deep learning have enabled large foundation models such as 
OpenAI's GPT series, Google’s Gemini, and Meta’s LLaMA, 
which can generate human-like text, images, audio, and even 
code (McKinsey & Company, 2023; Stanford HAI, 2025). 
These models, trained on vast datasets, have rapidly evolved 
in sophistication and scale, enabling automation of cognitive 
tasks once thought exclusive to humans. 

Generative AI's disruptive potential is reflected in its rapid 
enterprise adoption. Within a year of ChatGPT’s debut in late 
2022, nearly one-third of global companies were using 
generative tools in at least one function (McKinsey & 
Company, 2023). The Indian IT sector, led by firms like TCS 
and Infosys, has also incorporated generative AI to boost 
productivity in software development and client servicing 
(NASSCOM, 2024). 

The impact on the labor market is significant. Demirci, 
Hannane, and Zhu (2024) found that routine creative job 
postings fell by 21% after generative AI adoption, though 
high-skill creative roles increased in complexity and 
compensation. McKinsey projects that generative AI could 
add between $2.6 and $4.4 trillion in annual value to the 
global economy by 2040, with applications in marketing, 

customer service, software engineering, and R&D (McKinsey 
& Company, 2023). 

2.2 AI Ethics and Governance 

As AI grows more powerful and widespread, ethical concerns 
and governance frameworks have come to the fore. The 
Stanford AI Index (2025) records a steady rise in AI-related 
incidents, ranging from algorithmic bias and misinformation 
to hallucinations in generative models. Yet, a 2023 McKinsey 
survey revealed that fewer than half of companies had 
protocols to manage even well-known risks like model bias, 
IP infringement, and data leakage (McKinsey & Company, 
2023). 

Institutions are increasingly responding to these challenges. 
The World Health Organization (2024) issued new guidelines 
for ethical use of large multi-modal models in health 
applications, emphasizing fairness, transparency, and 
accountability. The European Union’s AI Act, passed in 2024, 
classifies AI systems by risk categories and mandates 
requirements such as human oversight and dataset quality 
checks (European Commission, 2024). In India, the Ministry 
of Electronics and Information Technology (MeitY) has 
launched initiatives like “Responsible AI for Youth” and “AI 
Pe Charcha” to promote awareness and ethical usage of AI 
technologies (MeitY, 2023). 

Academia underscores the importance of explainable AI 
(XAI), privacy-preserving algorithms, and inclusive 
governance. Vuković et al. (2025) argue that without 
transparency and regulation, AI may deepen existing 
inequalities and perpetuate systemic biases in critical areas 
such as finance, policing, and healthcare. 

2.3 Industry Applications of AI 

AI applications are becoming integral to operations across 
diverse sectors. In healthcare, AI is revolutionizing 
diagnostics, radiology, drug discovery, and hospital workflow 
optimization. According to the American Medical Association 
(2025), AI usage among U.S. physicians jumped from 38% in 
2023 to 66% in 2024. In India, AI-powered tools are being 
deployed in rural diagnostics, disease surveillance, and 
telemedicine platforms like eSanjeevani (NITI Aayog, 2023). 

In the financial sector, AI supports credit scoring, fraud 
detection, algorithmic trading, and robo-advisory services. 
Vuković et al. (2025) document how financial firms are 
integrating machine learning (ML) and natural language 
processing (NLP) for real-time risk analysis and customer 
engagement. Indian banks such as HDFC and SBI are 
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investing heavily in AI-powered chatbots and credit analytics 
platforms. 

In manufacturing, AI enables predictive maintenance, supply 
chain optimization, and robotics. The National Association of 
Manufacturers (2024) notes that 71% of U.S. manufacturers 
reported measurable productivity gains from AI adoption. 
Indian companies like Tata Steel and Mahindra are piloting AI 
for process automation, defect detection, and energy 
efficiency. 

Education, agriculture, and retail are also leveraging AI. 
Personalized learning systems, precision farming, and 
customer behavior prediction tools are transforming service 
delivery models. Initiatives like "AI for Agriculture" by ICAR 
and agri-tech startups in India demonstrate the role of AI in 
ensuring food security and climate resilience. 

3. Research Methodology 

This study employs a systematic literature review of recent 
(2020–2025) sources on AI trends. We searched academic 
databases and industry publications using keywords like “AI 
trends”, “generative AI”, and “AI adoption.” Inclusion criteria 
were: (1) publication date 2020–2025, (2) relevance to AI 
development or deployment, and (3) source credibility. We 
screened abstracts and selected seminal works covering 
technical advances, market trends, and social implications. 
Data extraction focused on quantitative findings and thematic 
insights, grouped into categories to identify patterns. 

4. Emerging Research Themes 

The rapidly evolving field of Artificial Intelligence is 
generating new avenues of interdisciplinary research that 
extend beyond traditional applications. As AI becomes more 
embedded in global systems, researchers are increasingly 
focusing on nuanced, context-specific, and socially relevant 
themes. This section explores three such emerging domains: 
AI and climate change, human-AI collaboration, and the 
development of contextually appropriate AI for the Global 
South. 

4.1 AI and Climate Change 

AI’s role in addressing climate change has become a critical 
focus of recent academic and policy literature. AI can enhance 
environmental modeling, enable real-time climate monitoring, 
and support the optimization of energy systems. For instance, 
machine learning algorithms are used to predict weather 
patterns, track greenhouse gas emissions, and simulate climate 

change scenarios (Rolnick et al., 2023). In India, the Ministry 
of Earth Sciences has partnered with the Indian Institute of 
Tropical Meteorology to leverage AI for monsoon forecasting 
and climate resilience modeling (MeitY, 2023). 

However, there is growing concern about the environmental 
cost of training large AI models. A study by Bender et al. 
(2023) estimates that training a single large language model 
(LLM) like GPT-3 can consume as much electricity as over 
1,000 average households do in a year, thereby contributing to 
carbon emissions. This has led to a call for “green AI” — 
research practices that prioritize energy efficiency and 
environmental sustainability (Schwartz et al., 2023). 

Recent proposals advocate for transparent carbon accounting 
in AI research and the integration of sustainability metrics into 
model development pipelines. As global AI use scales, 
striking a balance between environmental utility and 
computational sustainability will be a defining challenge. 

4.2 Human-AI Collaboration 

The concept of Human-AI Collaboration (HAC) centers on 
developing AI systems that augment human capabilities rather 
than replace them. This research theme challenges 
deterministic narratives about job displacement and reframes 
AI as a co-worker or cognitive assistant. 

In education, for example, AI-powered tutoring systems are 
increasingly used to supplement traditional instruction. 
Research by Luckin and Holmes (2024) finds that AI tutors 
can personalize learning paths, identify student weaknesses in 
real time, and provide scalable academic support, particularly 
in under-resourced regions. However, they caution that over-
reliance on automated systems may erode critical thinking and 
human interaction in learning environments. 

In the workplace, human-AI collaboration is being explored 
through the lens of decision support. Healthcare is a leading 
example: clinical decision support systems (CDSS) can aid 
diagnosis, but final decisions must rest with trained 
physicians. This has prompted research into “human-in-the-
loop” AI systems, which integrate human oversight and 
domain expertise into AI workflows (Vuković et al., 2025). 

Moreover, collaboration-centric design is now a design 
imperative. Scholars advocate for inclusive interfaces, explain 
ability features, and trust calibration mechanisms to ensure 
effective synergy between humans and machines (Amershi et 
al., 2023). 

4.3 AI in the Global South 
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A critical emerging theme is the development of AI systems 
suited to the unique socio-economic and linguistic contexts of 
the Global South. Much of the AI innovation to date has been 
concentrated in high-income countries and built around 
English-language datasets. This creates biases and limits 
relevance in low- and middle-income regions. 

India, with its multilingual and heterogeneous population, 
exemplifies the challenges and opportunities of localizing AI. 
Projects like AI4Bharat and Bhashini, led by institutions 
such as IIT Madras and the Ministry of Electronics and IT, 
aim to build open-source datasets and NLP models for Indian 
languages, enabling AI access for rural and underserved 
populations (Kunchukuttan et al., 2023). 

Another important frontier is the integration of AI with local 
governance and public services. In India, AI is being used to 
monitor crop health via satellite imagery, automate benefit 
delivery under government schemes, and improve public 
health surveillance (NITI Aayog, 2023). However, critics 
caution that without transparent design and robust data 
protection laws, such systems could reinforce existing 
inequalities and surveillance risks (Aggarwal & Sharma, 
2024). 

The Global South also faces infrastructural and ethical 
challenges such as digital divides, limited regulatory capacity, 
and a shortage of skilled talent. Research is increasingly 
focused on developing low-resource models, energy-efficient 
hardware, and community-driven governance frameworks to 
ensure that AI development aligns with local needs and 
values. 

4.4 Responsible and Explainable AI (XAI) 

As AI systems are increasingly used in critical decision-
making — from healthcare diagnostics to judicial predictions 
— the need for explainable AI (XAI) has grown 
dramatically. Recent scholarship highlights that opaque "black 
box" models often lack transparency, making it difficult for 
users to understand or challenge outcomes (Doshi-Velez & 
Kim, 2023). 

In the Indian context, this has implications for governance and 
public service delivery. For example, AI-driven credit scoring 
or welfare targeting without adequate transparency could 
reinforce systemic bias or denial of rights (Aggarwal & 
Sharma, 2024). Consequently, Indian policy think tanks like 
NITI Aayog are now advocating “human-centric” AI that 
ensures explainability and auditability (NITI Aayog, 2023). 

Academic efforts are focusing on interpretable machine 
learning, post hoc explanation methods (like SHAP or LIME), 
and XAI frameworks designed specifically for sensitive 
domains like law, finance, and health. Research is also 
exploring how explain ability affects user trust, ethical 
compliance, and legal defensibility (Vuković et al., 2025). 

4.5 AI and Public Health Surveillance 

AI’s role in public health has expanded post-COVID-19, 
particularly in surveillance systems, epidemiological 
modeling, and vaccine logistics. Emerging research explores 
the use of AI for real-time outbreak detection, geospatial 
modeling, and contact tracing (Ghosh et al., 2023). 

India’s Integrated Health Information Platform (IHIP), for 
instance, has adopted machine learning algorithms to detect 
disease hotspots and predict epidemiological trends across 
states. These innovations promise to improve early warning 
systems and resource allocation (Ministry of Health and 
Family Welfare, 2024). 

However, ethical concerns have also emerged — particularly 
related to data privacy and algorithmic bias. Research now 
focuses on federated learning, anonymization techniques, and 
secure multi-party computation to balance health insights with 
individual privacy (WHO, 2024). 

4.6 AI and Law / LegalTech 

The intersection of AI and the legal system is a fast-growing 
research area. LegalTech startups are developing AI tools for 
case prediction, legal research automation, contract analysis, 
and dispute resolution (Kumar & Bansal, 2024). In India, 
Supreme Court judgments are increasingly digitized and 
mined for precedent insights through NLP tools. 

Research themes here include the automation of legal 
reasoning, biases in sentencing prediction models, and 
algorithmic fairness. A growing body of work also examines 
the constitutional implications of delegating parts of legal 
interpretation or administrative functions to machines (Bhatia, 
2024). 

Governments and courts are now experimenting with AI for 
administrative efficiency, such as e-courts and digital filing 
systems with NLP-based support tools. However, scholars 
stress the need for algorithmic accountability and procedural 
fairness in AI-based legal systems (Chander & Narayan, 
2023). 

5. Conclusion  
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Artificial Intelligence continues to advance at an 
unprecedented pace, reshaping multiple sectors globally and 
within India. The explosive growth of generative AI and large 
foundation models has unlocked new opportunities for 
automation, creativity, and economic value creation 
(McKinsey & Company, 2023; Stanford HAI, 2025). 
However, this technological progress is accompanied by 
significant challenges related to ethics, governance, and social 
impact, which require urgent and sustained attention. 
Emerging research themes such as Responsible and 
Explainable AI underscore the critical need for transparency 
and accountability, particularly in sensitive domains like 
finance, healthcare, and public administration (Doshi-Velez & 
Kim, 2023; Aggarwal & Sharma, 2024; Vuković et al., 2025). 
India’s policy frameworks, led by institutions like NITI 
Aayog and MeitY, reflect growing awareness of these issues, 
emphasizing human-centric and ethically aligned AI 
development (NITI Aayog, 2023; Ministry of Electronics and 
Information Technology, 2023). Further, AI’s role in public 
health surveillance has proven invaluable during the COVID-
19 pandemic and continues to be a focal area for research and 
deployment in India (Ghosh et al., 2023; Ministry of Health 
and Family Welfare, 2024). Here, balancing technological 
innovation with data privacy and inclusivity remains a key 
concern. In addition, the rise of AI applications in the legal 
domain (LegalTech) highlights both the potential for 
enhanced efficiency and the necessity for safeguarding 
fairness and judicial integrity (Bhatia, 2024; Chander & 
Narayan, 2023). The integration of AI in such governance 
structures will likely define the socio-legal landscape in India 
in coming years. Overall, while AI presents transformative 
prospects across industries and societal sectors, a 
comprehensive approach encompassing robust governance, 
explain ability, and ethical safeguards is essential. Future 
research and policy must align to ensure AI’s benefits are 
maximized while minimizing risks, ensuring inclusive and 
responsible growth that reflects India’s unique socio-
economic context. 
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